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Abstract— With increased reliance of digital storage for
personal, financial, medical, and policy information, a greater
demand for robust digital authentication and cybersecurity
protection measures results. Current security options include
alpha-numeric passwords, two factor authentication, and
bio-metric options such as fingerprint or facial recognition.
However, all of these methods are not without their
drawbacks. This projects leverages the fact that the use of
physical handwritten signatures is still prevalent in society, and
the thoroughly trained process and motions of handwritten
signatures is unique for every individual. Thus, a writing
stylus that can authenticate its user via inertial signature
detection is proposed, which classifies inertial measurement
features for user identification. The current prototype consists
of two triaxial accelerometers, one mounted at each of the
stylus’ terminal ends. Features extracted from how the pen
is held, stroke styles, and writing speed can affect the stylus
tip accelerations which leads to a unique signature detection
and to deter forgery attacks. Novel, manual spatiotemporal
features relating to such metrics were proposed and a
multi-layer perceptron was utilized for binary classification.
Results of a preliminary user study are promising with overall
accuracy of 95.7 %, sensitivity of 100%, and recall rate of 90%.
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I. INTRODUCTION

Security is a growing concern in today’s technology-
driven world. With many aspects of life pivoting towards
digital and internet based information storage, computing
and engineering research has increasingly been looking into
improving security options. Currently, user-based systems
need a method of authentication in order to verify the identity
of the user. Several methods of authentication are commonly
used such as alpha-numeric passwords, PINs, one-time pass-
words (OTP), facial recognition, fingerprints, and physical
signatures depending on the need and ease of implementation
in the system. Recently, data-driven biometric signatures
such as fingerprint, DNA, facial structure classification, and
iris has gained popularity. However, these authentication
methods have salient drawbacks to them; passwords and
PINs can be brute-force cracked given enough time, yet
sufficiently complex passwords can be a hassle to remember
for the user. OTP and two-factor authentication require a
secondary device and a connection to a network.

As for biometric security measures like fingerprints and
facial recognition, these features are intrinsic to the user
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and do not need to be learned or memorized by the user.
However, these methods have their technological limitations
and may not work reliably under certain conditions, e.g.
wet skin, lighting conditions etc. Furthermore, if hacked,
fingerprint and facial recognition authentication is not readily
changed or updated due to their intrinsic nature. This work
seeks a marriage of the password complexity paired with
ease of use of biometric systems and the flexibility of more
extrinsic security features. Physical handwritten signatures
present a potential intersection of biometric features and
extrinsic authentication.

A. Related Work

One’s handwritten signature is typical practiced and
evolved over many years. A written signature is composed of
two parts: a complex kinetic and contact-driven one during
the execution, and the final visual result. The current method
of signature authentication is manual inspection of minor
details and visual features in the visual signature. This is not
only a cumbersome and slow process, but also inefficient and
subjective. As signatures tend to vary greatly even within
an individual, manual inspection leaves a lot of room for
uncertainty in authentication. Additionally, there is no device
currently readily available that can verify a user strictly using
handwriting.

Inertial measurements of handwriting are proposed as
methods of improving handwritten signature verification.
Earlier studies with accelerometer-based pens were con-
ducted using multiple accelerometers and a simple match-
making algorithm [1], and also to reproduce handwriting
samples [2]. They tracked the position, velocity, and accel-
eration of the stylus, and it was observed that significant
variations exist among the representation spaces. Following
this, some hand-crafted inertial features were used to train
a neural network [3]. More recent work and technology
investigate the use of complex neural networks like Hidden
Markov Models (HMMs) [4], [S] and Recurrent Neural
Networks (RNNs) [6], yet often aren’t isolated to a single
writing stylus embedded system.

Several automatic signature verification systems have ex-
plored both offline and online signature authentication. In the
case of offline signature authentication, several techniques
have been employed, such as pixel matching techniques
[7], SVM classifiers [8]. For online signature verification,
several methods such as Dynamic Time Wrapping [9], hidden
markov models [10], and neural network networks [11], [12]
have been explored.
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Fig. 1: Flowchart of sensorized writing stylus authentication scheme. Off-the-shelf accelerometers are mounted to a standard writing
stylus, and raw data is continually logged first for feature extraction and network training. Once training is complete, the user will utilize
the sensorized stylus, and real-time inertial data is processed via the trained perceptron network for authentication.

B. Contributions

To the best of authors’ knowledge, this work is the first
to introduce simultaneously in a single, embedded biometric
authentication system:

- inertial measurements of writing stylus for user authen-
tication during handwritten signature;

- novel hand-picked spatiotemporal features;

- preliminary user study demonstrating online perceptron-
based authentication.

Figure 1 depicts the general workflow of the biometric
security stylus and classification scheme.

II. METHODS

A. Hardware Design

1) Accelerometer: Characterizing kinetic and kinematic
properties of handwriting is needed to properly specify
sensing requirements. In kinematic analysis of handwriting,
it has been documented that acceleration during human hand
writing is limited to around 10g [13]. Similarly, current
literature has shown that the handwriting relevant features
are within the lower frequency bands of 100Hz [14]. Thus,
a suitable sensor must meet the following of requirements:

i) Support measurements below 10g;

ii) Sensitive to change in acceleration;
iii) Sampling frequency of at least 1000Hz;
iv) Operate at low power;

Based on these constraints, the ADXL-345 — a readily
available and off-the-shelf item — was chosen as it meets
aforementioned necessary features. In addition to this, the
accelerometer is compact and some packages are of a form
factor that can extend this work to be embedded within the
writing stylus. The sensor additionally is equipped with an
in-built low pass filter to remove irrelevant noise.

(b)

Fig. 2: (a) CAD models of accelerometer mounts to affix to writing
stylus. Parts were printed via fused deposition with PLA plastic (b)
Sensor mounts affixed to the writing utensil. This mount introduces
a small moment arm since the sensor is not on the stylus axial axes.
However, consistent stylus grip is encouraged due to the mount
placement on the grip area of the stylus.



(a) Authentic Signature

(b) Forged Signature 1

(c) Forged Signature 2

Fig. 3: Example true and forged written signature visual outputs. While the forgeries are amateur, and could likely be discounted by
a written signature specialist, the process of authenticating these visual outputs is cumbersome, delayed, and subjective. The proposed
device uses biometric markers of how a subject produces this visual output to authenticate the user rapidly.

2) Sensor Mount Design: In this prototype design, two
readily available, off-the-shelf accelerometers (ADXL 345)
were used. These sensors were affixed near the two ends of
the writing stylus, as depicted in Fig. 1. The mounts were
created via fused deposition of PLA plastic, and extend the
sensor outside of the writing stylus axis. While this intro-
duces a moment arm that may amplify inertial signals, the
design also encourages a consistent stylus grip (as opposed to
a full-embedded design). The prototype mount CAD drawing
and final mount are depicted in Fig. 2.

3) Data Collection: A Raspberry Pi single board com-
puter was used to facilitate data collection and storage
from the sensorized writing stylus. The two accelerometers
were connected to Raspberry Pi through SPI serial protocol,
thus sharing serial clock for synchronization — they were
configured to collect samples at 1000Hz.

B. Experimental Procedure

Three human subjects were recruited for a preliminary
user study. Subject O performed their authentic signature
while Subject 1 and Subject 2 attempted to forge Subject
0’s signature. Subjects 1 and 2 were presented only the final
visual output of Subject 0’s signature, as depicted in Fig. 3a.
During the experimental procedure, the two accelerometer
3-axis acceleration measurements were sampled. 50 trials
from each subject were taken with each spanning 3 seconds,
resulting in total of 50 true signatures and 100 forged,
totalling 450 seconds worth of acceleration data.

C. Feature Spaces

Manually selected features F were determined by obser-
vations from data in transient behavior.
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where, T is the total time of data collection per sample,
N is the total number of data points per sample, i and j
one of the 3 spatial dimensions, viz. x, y, or z. The features
were designed with motivation to study energy distribution
both along the spatial axes (rguys,6;—;) and the temporal
distribution of energy (¢;).
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Fig. 4: F Feature Space - bean plots show distributions of feature
values for individual’s real signatures.

After data collection but prior to classification, the feature
space was pre-processed and normalized along all feature
dimensions via Z-score normalization. Figure 4 shows the
distribution of each feature stratified by individual subjects’
signatures. Subsequently, the same set of features were
generated for the second accelerometer and concatenated
with the former to generate an expanded feature space, F, of
14 features. Figure 5 shows the distribution of each feature
for the authentic and forged signatures.
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Fig. 5: F Feature Space - bean plots show distributions of feature values for authentic and forged signatures.

D. Classification

For classification, a multilayer perceptron, <p, was
trained with a single layer of 100 perceptrons using scaled
conjugate gradient backpropogation to optimize cross en-
tropy. The fourteen features in F served as an input to the
classifier which yielded an output of vector with size two
(forged vs. authentic). The network was trained to learn the
authentic signature. 127 samples (40 authentic signature and
77 forged signature) were used for training while 23 samples
(10 authentic signature and 13 forged signature) were used
for testing, resulting in a roughly 85% to 15% split.
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Fig. 6: F Confusion matrix depicting binary classification using
Dyp

III. RESULTS

Figure 6 depicts the binary classification results from the
user study. Classification results show a sensitivity of 100%,
hence, assuring minimal chances of false positive authenti-
cation, which is essential for security implementations. An
observed recall rate of 90% indicates that the classification
takes into account the variability of a single user’s signature.
In summary overall accuracy of 95.7% was achieved using
the multilayer perceptron classifier and manually extracted
spatiotemporal feature vector. The results of this preliminary
study show that the system can reliably authenticate a true
signature and it is worthwhile to extend this platform in
future work.

IV. DISCUSSION

In this paper, a proof of concept, preliminary study for
signature authentication utilizing inertial measurements was
conducted. By implementing a multilayer perceptron with
14 manually selected spatiotemporal features, an overall
accuracy of 95.7% was achieved. There are several possible
areas for improvement, including:

- The current model analyzes complete samples of a
signature for authentication. For true online, continuous
use, real-time signature authentication is required. To do
so, networks with memory elements like Long Short-
Term Memory (LSTM) can be used for continuous
authentication.

- The hardware design of the writing stylus can be im-
proved and streamlined. Currently the design is prelim-
inary and utilizes off the shelf equipment for initial pro-
totyping. Small package accelerometers encapsulated
in a fully embedded system can minimize intrusive
sensorization.



- The feature space of the signatures can be expanded. In
addition to the proposed manually extracted features,
automatic filter-based feature generation techniques can
be used to distinguish less explainable correspondences.
Other known features amenable to accelerometer data,
such as the Mel-cepstrum features [15]-[18] or for
contact detection [19], might also be implemented in
future iterations.

- The database will be expanded to include more users
and more trials. Furthermore, synthetically generated
kinematic information can provide additional data. Sim-
ulation approaches have been successful in areas such
as gesture recognition [20], and generative adversarial
networks have gained much traction in generating new
image data [21].

- Finally, the system might be augmented with additional
sensing modalities. For example, a pressure sensor
might be embedded to capture more contact dynamics
localized to the stylus-surface interface.

V. CONCLUSION

This work presented a sensorized writing stylus system
that captures inertial data in order to classify handwritten
signatures. The proposed method shows some robustness
with signature variability of individual users. In addition to
this, the system protects against fraudulent signatures as none
of the forged signatures were authenticated in current model
or study. Compared to common password models, such as
alphanumeric systems, the proposed model relies on the
user’s signature, which introduces complexity that is difficult
to replicate, yet leverages an individual’s years of practice
and familiarity with handwritten signatures. This increases
the security of the system and makes it less susceptible
to attacks without incurring undue burden on the user.
This work demonstrates that using inertial measurements
of signature for signature authentication can be secure and
robust, and embedded in a streamline package.
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